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Abstract

This paper presents the thermodynamic model used in the numerical simulation of ice accreted on an airfoil surface in wet and dry regimes
developed at AMIL (Anti-Icing Materials International Laboratory), in a joint project with CIRA (Italian Aerospace Research Center). The
thermodynamic model combines mass and heat balance equations to an analytical representation of water states over the airfoil to calculate the
surface roughness and masses of remaining, runback, and shedding liquid water. The water state on the surface is represented in the form of beads,
film or rivulets, each situation corresponding to a particular roughness height which has a major impact on the heat transfer coefficients necessary
for the heat and mass balances. The model has been tested for severe icing conditions at six different temperatures corresponding to dry, mixed
and wet accretion. Water mass, roughness and heat transfer convection coefficients over the airfoil surface are presented. The thermodynamic
model combined with an air flow, water trajectory, and geometric model provides accurate results. It generates the complex ice shapes observed
on the wing profile, and the numerical ice shapes profiles agree well with those obtained in wind tunnel experiments.
 2005 Elsevier SAS. All rights reserved.
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1. Introduction

The simulation of ice accretion on airfoils is an iterative
process that consists of the successive computation of airflow,
water droplet trajectories, collection efficiency, and heat trans-
fer balance to determine the shape of accreted ice. In this pa-
per, the ice shapes are predicted using the 2D CIRAMIL code,
which combines an aerodynamic algorithm developed by CIRA
(Italian Aerospace Research Center) [1] and a thermodynamic
model developed by AMIL (Anti-Icing Materials International
Laboratory). The aerodynamic model used to determine the air
flow around the airfoil is based on a potential flow approxi-
mation with a panel method and an integral boundary layer
correction. Water droplet trajectories are determined from the
inertial, gravitational and drag forces, which are used to find
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the collection efficiency, and then to determine the incoming
quantity of water that hits each panel of the airfoil.

The thermodynamic model, based on the heat and mass
transfer equations derived by Messinger [2], is used to deter-
mine the quantity of ice accreted on each panel of the airfoil.
During ice accretion, roughness develops on ice-covered sur-
faces. The roughness controls the boundary layer development,
which affects the convective heat transfer and the droplet col-
lection efficiency, which in turn influence the ice shape. Even
if the importance of this factor is well recognized, no study
has been done to investigate the surface roughness associated
with ice accretion. The lack of information in the matter has
been circumvented in numerical simulations by means of em-
pirical correlations calculating the height of surface roughness
or convective heat transfer coefficients. These correlations are
developed by comparing computed ice shapes with a set of ex-
perimental results, and selecting the surface roughness height or
convective heat transfer coefficient that provides the best agree-
ment with experimentation. These empirical correlations are
currently used in most numerical models simulating airfoil ice
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Nomenclature

Ap panel surface . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . m2

Ccal calibration coefficient
Cf friction coefficient
Cg drag coefficient associated to the flow regime
Cpa specific heat of air . . . . . . . . . . . . . . . . . . J·kg−1·K−1

Cpi specific heat of ice . . . . . . . . . . . . . . . . . J·kg−1·K−1

Cpw specific heat of water . . . . . . . . . . . . . . . J·kg−1·K−1

dd median diameter volumetric droplet . . . . . . . . . . . m
Dva water vapour diffusion coefficient in air . . m2·s−1

f solid fraction
eb bead height . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . m
ef film height . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . m
efmin minimal film height . . . . . . . . . . . . . . . . . . . . . . . . . m
er rivulet height . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . m
f freezing fraction
fbw bead liquid fraction
g gravitational acceleration . . . . . . . . . . . . . . . . m·s−2

Fg gravitational force . . . . . . . . . . . . . . . . . . . . . . . . . . . N
Fw wind force . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . N
Fσ rigidity force. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . N
hcd conductive heat transfer coefficient . . W·K−1·m−2

hcv convective heat transfer coefficient . . W·K−1·m−2

hdif mass transfer coefficient by diffusion . . . . . . m·s−1

H shape factor
ka thermal conductivity of air . . . . . . . . . W·K−1·m−2

ki thermal conductivity of ice . . . . . . . . . W·K−1·m−2

LWC liquid water content . . . . . . . . . . . . . . . . . . . . kg·m−3

Le Lewis number
Lf latent heat of sublimation . . . . . . . . . . . J·kg−1·K−1

Lv latent heat of vaporization . . . . . . . . . . . J·kg−1·K−1

mevap evaporation water mass . . . . . . . . . . . . . . . . . . . . . kg
mi ice mass . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . kg
mimp impinging water mass . . . . . . . . . . . . . . . . . . . . . . . kg
mrbin incoming runback water mass . . . . . . . . . . . . . . . . kg
mrbout outgoing runback water mass . . . . . . . . . . . . . . . . kg
mresw residual water mass . . . . . . . . . . . . . . . . . . . . . . . . . kg
mrmw remaining water mass . . . . . . . . . . . . . . . . . . . . . . . kg
msh shedding mass . . . . . . . . . . . . . . . . . . . . . . . . . . . . . kg
msub sublimation mass . . . . . . . . . . . . . . . . . . . . . . . . . . . kg
mw liquid water mass . . . . . . . . . . . . . . . . . . . . . . . . . . . kg
mwadm admissible liquid water mass. . . . . . . . . . . . . . . . . kg
Pa air pressure . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . Pa
Pv water vapour pressure . . . . . . . . . . . . . . . . . . . . . . . Pa
Pvs saturated water vapour pressure . . . . . . . . . . . . . . Pa
Pr Prandtl number
Qadh adiabatic heating . . . . . . . . . . . . . . . . . . . . . . . . . . . W
Qcd conduction heat . . . . . . . . . . . . . . . . . . . . . . . . . . . . W
Qcv convective heat . . . . . . . . . . . . . . . . . . . . . . . . . . . . . W
Qevap evaporation heat . . . . . . . . . . . . . . . . . . . . . . . . . . . . W
Qf solidification heat . . . . . . . . . . . . . . . . . . . . . . . . . . . W
Qkin kinetic heating. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . W
Qss sensible heat . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . W
Qsub sublimation heat . . . . . . . . . . . . . . . . . . . . . . . . . . . . W

r recovery factor
Reτ−κ Reynolds number based on the friction speed
ReK Reynolds number based on the roughness height
Rg ratio of gravitational and rigidity forces
Rv water vapour perfect gas constant . . . . J·kg−1·K−1

RW ratio of wind and rigidity forces
St Stanton number
Stκ rough Stanton number
t time . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . s
Ta air temperature . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . K
Tal surface temperature at preceding time step . . . . . K
Te temperature at the edge of the boundary layer . . K
Tf freezing water temperature . . . . . . . . . . . . . . . . . . . K
Trec recovery temperature . . . . . . . . . . . . . . . . . . . . . . . . K
Tres residual temperature . . . . . . . . . . . . . . . . . . . . . . . . . K
Ts surface temperature . . . . . . . . . . . . . . . . . . . . . . . . . K
T∞ free stream temperature . . . . . . . . . . . . . . . . . . . . . . K
U∞ free stream velocity . . . . . . . . . . . . . . . . . . . . . m·s−1

Ue speed at the edge of the boundary layer . . . . m·s−1

Uκ speed at the roughness level . . . . . . . . . . . . . . m·s−1

Uτ friction speed . . . . . . . . . . . . . . . . . . . . . . . . . . . m·s−1

Greek symbols

αi thermal diffusion coefficient of ice . . . . . . . m2·s−1

β local collection efficiency
δl height of the boundary layer . . . . . . . . . . . . . . . . . . m
δ∗
l displacement thickness . . . . . . . . . . . . . . . . . . . . . . m

�b panel width . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . m
�s panel length . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . m
�t time step . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . s
φ relative humidity
κ roughness height . . . . . . . . . . . . . . . . . . . . . . . . . . . . m
κs equivalent sand grain roughness . . . . . . . . . . . . . . m
ρa air density . . . . . . . . . . . . . . . . . . . . . . . . . . . . . kg·m−3

ρb bead density . . . . . . . . . . . . . . . . . . . . . . . . . . . kg·m−3

ρi ice density . . . . . . . . . . . . . . . . . . . . . . . . . . . . kg·m−3

ρve density of the water vapour at the edge of the
boundary layer . . . . . . . . . . . . . . . . . . . . . . . . kg·m−3

ρvs density of the water vapour at the object’s
surface. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . kg·m−3

ρw water density . . . . . . . . . . . . . . . . . . . . . . . . . . kg·m−3

σw water surface tension . . . . . . . . . . . . . . . . . . . N·m−1

ϕ panel inclination . . . . . . . . . . . . . . . . . . . . . . . . . . . . . ◦
θc contact angle . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . ◦
θl thickness of the quantity of movement in a laminar

regime . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . m
θt thickness of the quantity of movement in a

turbulent regime . . . . . . . . . . . . . . . . . . . . . . . . . . . . m
µa dynamic viscosity of air . . . . . . . . . . . . . . . . . . . Pa·s
µw dynamic viscosity of water . . . . . . . . . . . . . . . . . Pa·s
νa kinematics viscosity of air . . . . . . . . . . . . . . . m2·s−1

τw wall shear stress . . . . . . . . . . . . . . . . . . . . . . . . . . . . Pa
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accretion. This approach is helpful, but does not take into con-
sideration the ice accretion physics and the actual condition of
ice-covered airfoil surfaces. Indeed, one of the more used cor-
relations in ice accretion is the Ruff correlation, which is pre-
sented in Shin et al. [3] and reported by Shin and Bond [4]. This
correlation, based on the definition of equivalent sand grain
roughness [5], is not truly representative of the size and the dis-
tribution of the local surface asperities, especially when they are
covered by a water film [6]. Therefore, given the importance of
roughness in the thermodynamic of the ice accretion process,
especially in the wet growth regime, an analytical model based
on physical parameters was developed, in which the roughness
surface elements are represented as beads, as defined in Hans-
man and Turnock [7] and by Louchez et al. [8], or as a wave in
the form of a film, as described by Al-Khalil et al. [9,10].

The iterative process involved in existing airfoil icing simu-
lations helps to make the surface continuous and smooth, which
further averages heights of roughness elements. To counter and
minimize this effect, a new method based on the bisection of
the angle between adjacent panels is introduced to add the mass
of accreted ice as it grows.

The objective of this paper is to present a detailed analy-
sis of the heat and mass transfer prevailing during ice accretion
in wet and dry regimes using a new analytical model predict-
ing roughness heights. Since it has been presented in detail in
Ref. [11], only a brief explanation of the geometric accretion
model is presented. The effects of these improvements on the
simulation are shown by comparing the mass and shape of ac-
creted ice with experimental and previously reported results on
the same airfoil.

2. Mass balance

The heat and mass transfer model used in the model pre-
sented follows Messinger’s [2] approach extensively employed
in the prediction of ice accretion on airfoils. The different mech-
anisms of water mass transfer during ice accretion are described
in Fig. 1.

The liquid water mass is the summation of the impinging
liquid water mass, the incoming runback water mass, and the

Fig. 1. Control volume mass balance for ice accretion.
residual liquid water mass, reduced by the evaporated water
mass:

mw = mimp + mrbin + mresw − mevap (1)

The first source of liquid water is the impingement of super-
cooled droplets present in the air. It is related to the local col-
lection efficiency, the liquid water content and the free stream
velocity:

mimp = β · LWC · U∞ · Ap (2)

The second source is the incoming runback water mass in
wet regime, which is equal to the outgoing runback water mass
of the preceding control volume. The outgoing runback water
mass is equal to the difference between the liquid and the re-
maining water masses of the preceding control volume:

mrbout = mw − mrmw (3)

The third source is the remaining water mass in the control
volume as determined in the preceding time step. This water
remains over the ice surface because the aerodynamic and grav-
itational forces are not large enough to break the water surface
tension. This remaining water mass is calculated using a mass
balance based on water state (film, rivulets or beads) and maxi-
mum bead height.

For the film, the mass balance assumes that the film formed
by the remaining water has a minimum film height as follows:

mrmw = ρw · Ap · ef min (4)

For the rivulet, the mass balance assumes that the remaining
water mass is equal to that of the unfrozen rivulet, which is
computed as the unfrozen film part:

mrmw = ρw · Ap · ef · (1 − f ) (5)

The remaining water mass for the bead state is related to
the admissible liquid water mass when the bead is fully grown.
This admissible water mass corresponds to the quantity of water
trapped in the volume between frozen beads. This mass is the
same for all beads uniformly spread over the surface:

mwadm = ρw · (1 − fbw) · Ap · eb (6)

The bead liquid fraction is determined when the bead is fully
grown. It is the height ratio between the liquid part and the bead,
to which is added the volume ratio between the bead and the
frozen parts, and given by:

fbw =
√

ρb

ρw

· 1 − f

3
· [2 + cos(θc)

]
+ f · ρb

ρi

· fw

3
· 2 + cos(θc)

1 + cos(θc)
(7)

Bead density is expressed in terms of the liquid and solid bead
parts as follows:

ρb = ρi · f + ρw · (1 − f ) (8)

Ice density used in the calculation was determined by
Laforte [12] for a rotating cylinder. This empirical equation
is independent of the cylinder diameter, and is valid when the
surface temperature is lower than the solidification temperature:
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ρi = 917

(
dd · U∞

dd · U∞ + 2.6 × 10−6 [m2·s−1·K−1] · [Tf − Ts]
)2

(9)

As previously stated, the admissible liquid water mass is de-
termined from the volume of the spaces between the frozen
bead parts. When the liquid water does not completely fill the
volume between beads, the remaining water mass is equal to
the liquid water mass. When the liquid water fills the volume
between the frozen bead parts completely, the remaining water
mass is equal to the admissible liquid water mass:

mrmw =
{

mwadm if mw > mwadm
mw if mw � mwadm

(10)

A small fraction of the liquid water mass evaporates in the
air. The evaporation is a process which acts on the liquid wa-
ter covering the object’s surface. A water vapour concentration
gradient is created in the boundary layer because of the water
vapour concentration difference between the surface and the air
at its boundary. Consequently, the evaporating water provides
the necessary vapour to maintain the diffusion. The diffusion
water mass is increased under the effect of the thermal gra-
dient present in the boundary layer. The airflow temperature,
being less than the surface temperature, the density of the water
vapour contained in the air is constantly less than the density
of the water vapour at the object’s surface. This difference in-
creases when the relative humidity is less than 100%. The mass
lost by evaporation can be defined as a function of the mass
transfer coefficient by diffusion, the water vapour density vari-
ation between the object’s surface and the edge of the boundary
layer, and the width and length of the control volume:

mevap = hdif · (ρvs − ρve) · (�b · �s) · �t (11)

The water vapour density at the surface is calculated from
the perfect gas law [13]. It depends on the water vapour pressure
at the object’s surface, the surface temperature and the water
vapour constant. By definition, the water vapour at the surface
is saturated:

ρvs = Pvs(Ts)

Rv · Ts

(12)

The water vapour density at the boundary layer limit is also
calculated from the perfect gas law. It depends on the water
vapour pressure and the temperature at the edge of the boundary
layer and the water vapour constant:

ρve = Pv(Te)

Rv · Te

(13)

The relative humidity which is a meteorological term is de-
fined as the ratio of the mass of the water vapour present in
the air over the air’s water vapour capacity [13], or, more com-
monly, air vapour pressure over the saturated vapour pressure:

φ = Pv(Te)

Pvs(Te)
(14)

The saturated vapour pressure, when expressed as a perfect
gas [13], is a function of the solidification temperature of the
water vapour gas constant and the latent heat of vaporization:

Pvs = 610.8 · e
Lv
Rv

( 1
Tf

− 1
Ta

)
(15)
The diffusion mass transfer coefficient of vapour in air is de-
termined from the analogy developed by Chilton–Colburn [14].
This coefficient is expressed as a function of the Lewis num-
ber, the air density and specific heat. The physical and thermal
properties of air are evaluated at the boundary layer limit:

hdif = hcv

ρa · Cpa · Le2/3
(16)

The Lewis number is defined as the ratio of the Schmidt
number over the Prandtl number. It is expressed as a function
of the water vapour diffusion coefficient in air, air thermal con-
ductivity, density and specific heat:

Le = ka

ρa · Cpa · Dva
(17)

In dry regime, the impinging liquid water mass is the only term
of the liquid water mass.

The liquid water freezes in fraction (wet regime) or in total-
ity (dry regime) depending of heat balance. The ice mass is the
solid fraction of the liquid water mass reduced by that lost by
sublimation:

mi = mw · f − msub (18)

When a fraction of the liquid water freezes, a part of the rest of
the liquid water can remain on the ice surface whereas the other
part run back over the surface to the next control volume.

The shedding water mass, which is the mass shed by the
aerodynamic forces, should also be considered. It is assumed
that liquid water behaves differently on the lower and upper sur-
faces. It was observed in numerical simulations that the upper
surface is best characterized using a model with runback, while
the lower surface is best characterized using a model without
runback. Accordingly, a runback model is used on the upper and
lower surfaces, but it is assumed that the runback water mass on
the lower surface is shed by the aerodynamic force instead of
moving to the next control volume. Therefore, the shedding wa-
ter mass is zero on the upper surface while the runback water
mass is zero on the lower surface:

mshw =
{

mrbout on the lower surface
0 on the upper surface

(19)

3. Heat transfer during ice accretion

The energy conservation is applied on a control volume as
shown at Fig. 2. The heat balance on each panel is the sum
of the following energies: latent heat of solidification, evap-
oration and sublimation, sensible, convection, conduction and
radiation heats, as well as adiabatic and kinetic heating. Heat is
added to the surface mainly from the latent heat of fusion re-
leased during freezing, less from adiabatic heating induced by
the aerodynamic heating, and to an even smaller extent from the
kinetic energy of the droplets impacting the surface. Heat is re-
moved from the surface principally by convection and evapora-
tion when the surface is wet, and by convection and sublimation
when the surface is dry, and to a lesser degree by conduction in
the ice and by radiation in atmosphere. A fraction of the heat is
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Fig. 2. Control volume energy balance for ice accretion.

used to bring the liquid water from the initial to the final tem-
perature.

The steady-state assumption requires that the rate at which
the energy is added to each control volume is equal to the rate
at which it is removed:

Qf + Qadh + Qkin = Qss + Qsub/evap + Qcd + Qcv (20)

When the water freezes, the transition from liquid to solid
state gives off energy, in the control volume, known as the latent
heat of solidification. The heat of solidification is the product of
the mass of water that freezes on the panel during the time step
and the latent heat of solidification:

Qf = mi · Lf (21)

The heat introduced by air friction on the object is from a vis-
cous adiabatic heat which occurs inside the boundary layer. It
is defined as the convective heat of the flow whose temperature
goes from the free stream temperature to an average tempera-
ture known as the recovery temperature, and it is expressed as

Qadh = hcv · (Trec − T∞) · (�b · �s) · �t (22)

The recovery temperature, Trec, defined by Schlichting [15], is
used for the sensible heat calculation. It consists of the average
temperature of the boundary layer corrected as a function of the
boundary layer air pressure for a non-conducting plate:

Trec = T∞ + r · T∞
Te

· U2
e

2 · Cpa

(23)

The recovery factor, r , is a function of the Prandtl number and
depends of the flow regime:

For laminar flow r = √
Pr and

for turbulent flow r = 3
√

Pr (24)

The sensible heat is provides by the temperature change of
water and ice respectively. First it is calculated for the water
that goes from initial temperature to the solidification temper-
ature. Then, it considers the enthalpy variation of frozen and
liquid water from the solidification temperature to the surface
temperature. The initial temperature of the liquid water mass is
that of the preceding time step and is referred as the residual
temperature. The total sensible heat is given by
Qss = mw · Cpw · (Tres − Tf )

+ mw · f · Cpi · (Tf − Ts)

+ mw · (1 − f ) · Cpw · (Tf − Ts) (25)

The convection heat transfer is produced by the airflow over
the wing’s surface and is given by Newton’s cooling law. The
convective heat is expressed in terms of the convective heat
transfer coefficient and the difference between the undisturbed
flow temperature and the surface temperature:

Qcv = hcv · (T∞ − Ts) · (�b · �s) · �t (26)

The calculation of the convective heat transfer coefficient is
based on a modified Nusselt number. The former is expressed
as a function of the Stanton number, the speed at the edge of the
boundary layer, the air density, and its specific heat:

hcv = ρa · Cpa · Ue · St (27)

The Stanton number is defined using the Chilton–Colburn
[14] analogy in laminar regime, and by the Spalding [16] anal-
ogy in turbulent regime, which takes into consideration the sur-
face roughness.

The Chilton–Colburn analogy [14] defines the Stanton in
laminar regime as a function of the friction coefficient and the
Prandtl number:

St = 1/2 · Cf · Pr−2/3 (28)

with Prandtl number defined as

Pr = µa · Cpa

ka

(29)

The friction coefficient for a flat plate can be written in lam-
inar regime as a function of the kinematic viscosity, the speed
at the edge of the boundary layer and the momentum thickness:

1/2 · Cf = 0.225 · va

θl · Ue

(30)

Spalding’s analogy [16] defines the Stanton number for a
rough flat plate in a turbulent regime as a function of the friction
coefficient, the turbulent Prandtl number, and the rough Stanton
number:

St = 1/2 · Cf

0.9 + √
1/2 · Cf · Stκ

(31)

The rough Stanton number is defined as a function of Prandtl
and Reynolds numbers:

Stκ = 1.92 · Re−0.45
τ−κ · Pr−0.8 (32)

Here, Reynolds number is based on the roughness height, the
friction speed and the kinematic viscosity of air:

Reτ−κ = Uτ · κs

va

(33)

The friction speed is proportional to the speed at the bound-
ary layer limit and the friction coefficient in the turbulent
regime:

Uτ = Ue · √1/2 · Cf (34)
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The local friction coefficient [17] in the turbulent regime is a
function of the momentum thickness and the roughness height:

1/2 · Cf = 0.1681

[ln(864 · θt

κs
+ 2.568)]2

(35)

The surface roughness accelerates the transition from a lami-
nar regime to a transitional regime and affects the calculation of
the local friction coefficient. Based on the work of Von Doen-
hoff [18], the transition from laminar to turbulent flow for a
rough flat plate occurs when the Reynolds number, calculated
from the equivalent roughness height (compared to that of sand
paper), is equal to or greater than 600. The Reynolds number is
calculated as a function of the speed at the roughness level, the
height of the roughness, and the kinematic viscosity of air:

Reκ = Uκ · κs

va

(36)

The speed at the roughness level is equal to the speed at the
boundary layer limit, when the roughness height is greater than
the height of the boundary layer.

The boundary layer thickness for a flat plate in a laminar
regime [15] is directly proportional to the displacement thick-
ness

δl = 3 · δ∗
l (37)

and the shape factor [15], which is defined by the ratio of the
displacement thickness and the thickness of the quantity of
movement used to calculate the boundary layer position:

H = δ∗
l

θl

(38)

Otherwise, it is determined from the speed profile [15] in a
laminar regime using the following approximate relation:

Uκ =
(

3

2
· κs

δl

− 1

2
· κ3

s

δ3
l

)
· Ue (39)

The evaporative heat is the product of the evaporated water
mass and the latent heat of vaporization:

Qevap = −mevap · Lv (40)

The conductive heat loss is induced by the difference of tem-
perature between the water film and the wing. It takes into
consideration the heat transfer from the solid volume to the
surface. Use of the de-icing system is not simulated, and the
surface conduction heat is represented as a semi-infinite heated
plate [19] assuming that:

• The axial heat transfer is minimal, especially in the impact
area,

• the conductive heat transfer can be modeled while consid-
ering a semi-infinite surface since the penetration thickness
is small when compared to the object’s thickness,

• the limit condition, at the ice’s surface, considers a station-
ary state with no surface movement, and the computing
time, when the conduction effects are significant, is short
when compared to the growth rate, making the hypothesis
a valid approximation,
• the initial ice surface temperature is taken to be the same as
the ambient temperature.

The heat loss by conduction can be expressed as a function of
the conduction heat transfer coefficient, the difference between
the surface temperatures at the preceding time step (t − �t),
and the surface temperature at time t :

Qcd = hcd · (Tal − Ts) · (�b · �s) · �t (41)

The conduction heat transfer coefficient is derived from the
thermal resistance normal to the surface in terms of time, ice
thermal conductivity, and diffusion coefficients:

hcd = ki√
π · αi · t (42)

The ice thermal diffusion coefficient is a function of its thermal
conductivity, density, and specific heat:

αi = ki

ρi · Cpi

(43)

3.1. Surface temperature

The surface temperature is calculated assuming a dry regime
(solid fraction f = 1). If the resulting temperature is above the
freezing point, a wet regime has to be considered using the com-
putation of the solid fraction described in the following section.
The surface temperature is the solution of a non-linear equation
solved using Newton–Raphson iterative method:

T new
s = T old

s + f (Ts)

∂f (Ts)/∂Ts

(44)

Here, the energy equation (1) is written as f (Ts) = 0 in the
form:

f (Ts) = (
Lf + Cpw · T∞ + f · (Cpi − Cpw) · Tf

− (
f · Cpi + (1 − f ) · Cpw

) · Ts

) · ρw · efilm

�t
+ hcv · (T∞ − Ts) + hcd · (T∞ − Ts)

+ hrad · ft · (Tsky − Ts) + hcv · (Trec − T∞)

− hdif · ρvf · Lvap ·
(

Tf

Ts

· e
Lvap
Rv

( 1
Tf

− 1
Ts

)

− φ · Tf

Te

· e
Lvap
Rv

( 1
Tf

− 1
Ta

)
)

(45)

3.2. Solid fraction

In a wet regime, when only a fraction f (0 � f � 1) of the
water solidifies, the surface temperature is equal to the water
freezing temperature, and the solid fraction is determined by
solving the energy conservation equation (1) written as:

f = −1

Lf · ρw · mw

�t

·
(

hcv · (T∞ − Tf ) + hcd · (T∞ − Tf )

+ hrad · ft · (Tsky − Tf )

+ hcv · (Trec − T∞) + Cpw · (T∞ − Tf ) · ρw · mw

�t

− hdif · ρvf · Lvap ·
(

1 − φ · Tf · e
Lvap
Rv

( 1
Tf

− 1
Ta

)
))

(46)

Te
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4. Analytical model for roughness estimation

The height of the surface roughness is needed to determine
the convection heat transfer coefficient. During ice accretion,
the surface roughness height is unknown. Generally, an empir-
ical correlation is used to estimate this height. In this paper,
the roughness is determined using an analytical formulation for
each one of the three possible liquid water states: film, bead
or rivulet. A detailed description is presented in Fortin et al.
[11].

4.1. Film

Film height is calculated by performing a mass balance over
the control volume associated with each panel. Assuming that
the flow is laminar [9], the film height is:

ef =
√

2

τw

·
√

µw · mw

ρw · �b · �t
· Ccal (47)

This equation was developed by Al-Khalil et al. [9] and
used in thermal de-icing simulations. The calibration parameter,
Ccal, is introduced to take into consideration the assumptions
made to derive this equation which are: the film speed, calcu-
lated using Newton’s viscosity law, and the wall shear stress is
calculated using the friction coefficient in the laminar regime
from Eq. (30) and in the turbulent regime from Eq. (35).

The surface water forms a film when its height is greater than
the minimum film height, which corresponds to the maximum
bead height multiplied by a shape factor. The maximum bead
height is the height that the bead can reach before moving. The
relation between the bead height and the film height is obtained
from a mass balance, considering that the water film mass is
equal to the summation of all the bead masses in the control
volume. The minimum film height is given by

ef min =
√

θc − sin(θc) · cos(θc)

2 · sin(θc)
· eb (48)

Roughness height is considered to be equal to the wave height
[20] and given by

κ = 3

4
· τw

µw

·
√

e3
f

g
(49)

4.2. Beads

The water on the surface forms beads when the film height
is less than the minimum film height and the control volume is
in the impingement zone. In the bead model, it is assumed that
the impinging droplets form beads on the surface upon impact.

In a wet regime (Fig. 3), the beads grow, being partially
frozen and partially liquid. This growth ends when the beads
reach a maximum height (the growth time for the case study
is in the order of one second). At this moment, the liquid part
runs, due to the aerodynamic force, a fraction of which remains
trapped in the gaps between the frozen parts of the beads, while
the rest flows and becomes runback water.
Fig. 3. Bead model in wet regime.

Fig. 4. Bead model in a dry regime.

Fig. 5. Forces on a bead.

In a dry regime (Fig. 4), the droplets solidify entirely upon
impact and the solidification time is in the order of a mil-
lisecond. New impinging droplets impact near other droplets
to form growing beads. Growth ends when a maximum height
is reached. At this time, the new droplets fall, under the aero-
dynamic force, between two solid beads; the solidification and
the growth processes restart with a new bead.

Bead height is calculated from an analysis of the bead
growth and the forces acting on it. Fig. 5 presents a two-
dimensional view of a bead with a spherical shape characterized
by height and contact angle. The forces acting on a bead are
surface tension, gravity, and forces due to internal and contact
pressures.

When the surface is inclined and/or wind is present (Fig. 6),
disequilibrium is induced in the bead, which is deformed.
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Fig. 6. Forces on a deformed bead.

Fig. 7. Forces along the moving axis.

The bead becomes non-spherical and is characterized by an
hysteresis, which is the difference between the maximum and
minimum contact angles. The forces acting on the deformed
bead are the same as in the previous case, to which drag and lift
aerodynamic forces are added.

It is assumed that a bead moves only under the drag force,
and there is not enough lift force to shed the bead. Bead height
is a function only of the forces exerted along the moving axis.
Assuming that the force due to internal pressure is negligible,
the forces along the moving axis are the gravitational force
component parallel to the surface; the rigidity force, which is
the component of the surface tension along the moving axis in
the direction opposite to the deformation; and the drag force,
which is the aerodynamic force (Fig. 7).

Bead height is calculated from the following force balance
along the moving axis:

±Fg ± Fw − Fσ = 0 (50)

When the maximum hysteresis is reached, the equilibrium
between the aerodynamic, gravitational, and rigidity forces is
broken and the bead begins to move. The maximum height
that a bead can reach before moving is determined using the
previous force equation for the maximum hysteresis condi-
tion. The contact angle and hysteresis on an ice surface have
been measured as a function of temperature by Hansman and
Turnock [7].

When the aerodynamic and gravitational forces are in the
same direction, the roughness height is

eb =
−RW · CG(eb) +

√
R2

W · C2
G(eb) + 4 · Rg · �θc

2 · Rg

(51)

The gravitational flow ratio is the projection of the gravitational
force parallel to the surface, divided by the rigidity force:

Rg = 2 · g · ρw ·
[

2 + cos(θc)

2

]
· ∣∣sin(ϕ)

∣∣ (52)

3 σw sin (θc)
Fig. 8. Building of new panel.

The aerodynamic flow ratio is the projection of the aerody-
namic force parallel to the surface divided by the rigidity force:

RW = 2

π
· τw

σw

· θc − sin(θc) · cos(θc)

sin2(θc) · [1 − cos(θc)]
(53)

Roughness height is equal to the height that the bead reaches
before moving:

κ = eb (54)

4.3. Rivulets

The water on the surface forms rivulets when the film height
is less than the minimum film height, and the control volume
is not exposed to impinging droplets. The surface is then wavy
and rough. The rivulets are treated as small films of cylindrical
form that flow parallel to the wind. The roughness height is
equal to the rivulet height, which is assumed to be equal to the
bead height before moving:

κ = er (55)

5. Geometric accretion model

In general, ice shape is difficult to model when the growth di-
rection is unknown. Therefore, the continuous bisection method
was developed to eliminate the iterative process actually em-
ployed, which requires small panels and produces a smooth
ice-covered surface. The use of the bisection method allows for
ice to grow continuously in the direction normal to the surface
of the object, which is the natural growth direction. To achieve
this growth, the ice sections are limited by the bisection of an-
gles with adjacent neighbouring panels. The continuous panel
bisection method is illustrated in Fig. 8 and described in more
details by Fortin et al. [11].

6. Results

6.1. Case studies

The 2D CIRAMIL code was evaluated by performing nu-
merical simulations on a NACA0012 wing profile under the
geometric, aerodynamic, and meteorological conditions shown
in Table 1. The computation was performed at seven tempera-
tures (−28.3, −19.4, −13.3, −10.0, −7.8, −6.1 and −4.4 ◦C)
in both dry and wet regimes. The 2D CIRAMIL predicted ice
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Table 1
Conditions for the numerical simulation

Accretion time 360 s
Angle of attack 4◦
Chord 0.5334 m
Air speed 67.05 m·s−1

Atmospheric pressure 101,300 Pa
Liquid water content 1 g·m−3

Median volumetric diameter 20 mm

Fig. 9. Droplets trajectory.

shapes are compared to those obtained experimentally under
the same conditions in the NASA Lewis Icing Research Tun-
nel (IRT) and those predicted using the 2D LEWICE/IBL code,
presented in Shin and Bond [4]. They are also compared to
the ice shapes predicted using the 2D CIRA code presented in
reference [1]. Repeatability of the Shin and Bond [4] experi-
mental ice shapes is for two runs, but no standard code error
is given. The comparison between predicted and measured ice
shapes can only be qualitative, as in most papers on the sub-
ject. In the IRT wind tunnel, the wing was vertical, meaning
that gravitational acceleration was perpendicular to the wind.
For the model, bead height is calculated for a flying configu-
ration where the gravity acceleration component and wind are
in the same direction. However, this equation can be used for
the IRT wind tunnel where the gravitational force is small com-
pared to the drag force. For this comparison, the predicted and
measured ice shapes are those presented after six minutes of
accretion. The liquid water mass and the roughness height dis-
tribution for the final time step are presented as a function of the
curvilinear abscissa. The curvilinear abscissa follows the airfoil
surface starting at the stagnation point. It has positive values for
the upper surface and negative ones for the lower surface.

Fig. 9 shows the 4◦ attack angle of the wing and the super-
cooled water droplets trajectories which impact the iced surface
at the temperature of −28.3 ◦C after 6 minutes of accretion.

6.2. Liquid water mass

Figs. 10 and 11 show the liquid water mass distribution in
the control volume calculated for the final time step at −28.3
and −4.4 ◦C. In the dry regime at −28.3 ◦C (Fig. 10), the input
liquid water mass originates from the impinging droplets only.

In the wet regime, at −4.4 ◦C (Fig. 11) on the upper sur-
face, the input liquid water mass originates from the impinging
droplets as well as the remaining and runback water masses. On
Fig. 10. Liquid water mass at −28.3 ◦C.

Fig. 11. Liquid water mass at −4.4 ◦C.

the lower surface, the input liquid water mass is composed of
impinging droplets and remaining water, since all runback wa-
ter is assumed to be shed by aerodynamic force. Gravity is not
considered since the wing orientation with the wind tunnel is
perpendicular to the gravity force.

6.3. Roughness height

Fig. 12 shows the roughness height distribution calculated
at −4.4 and −28.3 ◦C for the final time step. In dry regime
at −28.3 ◦C, supercooled water droplets freeze on impact and
form beads on the surface. The roughness height is at a max-
imum at the stagnation point and decreases towards the ice
end. In wet regime at −4.4 ◦C, the liquid water on the upper
surface flows to the next control volume as a film, and the
roughness is the wave height. For the lower surface, near the
stagnation point, the liquid water, before shedding, is a film. For
this flow state, the roughness height is at a minimum at the stag-
nation point. For the upper surface, this value increases sharply
to reach a maximum, after which it decreases towards the ice
end.

The roughness results are summarized in Table 2. In dry
regime, the maximum roughness height is greater on the lower
surface than on the upper surface, and it is independent of tem-
perature.

In wet regime, the maximum roughness height is greater on
the upper than on the lower surface. On the upper surface, this
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Fig. 12. Roughness distribution.

Table 2
Roughness height at the final time step

Temperature Regime Upper Lower

Max Avg Max Avg

−28.3 ◦C dry – 0.23 – 0.48
−19.4 ◦C dry – 0.21 – 0.44
−13.3 ◦C wet 3.34 0.09 1.20 0.40
−10.0 ◦C wet 3.70 0.05 1.95 0.24
−7.8 ◦C wet 5.62 0.03 1.41 0.19
−6.1 ◦C wet 4.95 0.04 1.19 0.14
−4.4 ◦C wet 4.65 0.02 1.27 0.13

height increases and reaches a maximum, after which it de-
creases. On the lower surface, this height decreases and reaches
a minimum, after which it increases. On the upper surface, the
average roughness height is independent of the temperature and
is very small, while on the lower surface, it decreases with in-
creasing temperature.

6.4. Heat transfer coefficient

Fig. 13 shows the heat transfer convection coefficient calcu-
lated for the final time step at −28.3 and −4.4 ◦C. In both cases,
the heat transfer convection coefficient is at a minimum at the
stagnation point. It increases to a maximum near the stagnation
point to decrease toward the ice end. In dry regime, the coeffi-
cient is 230 W·m−2·K−1 at the stagnation point, and on the up-
per surface, increases to a maximum value of 615 W·m−2·K−1

from which it decreases gently to a value of 399 W·m−2·K−1.
On the lower surface, it increases to a maximum value of
478 W·m−2·K−1 and decreases to a value of 333 W·m−2·K−1.
In wet regime, the coefficient is 50 W·m−2·K−1 at the stagna-
tion point, and on the upper surface, increase to a maximum
value of 1842 W·m−2·K−1 and decreases rapidly afterward to a
value of 300 W·m−2·K−1. On the lower surface, it increases to
a maximum value of 449 W·m−2·K−1 and decreases to a value
of 215 W·m−2·K−1.

6.5. Ice accretion shapes

Figs. 14–20 show the ice shapes predicted after six minutes
of simulation using the 2D CIRAMIL, 2D LEWICE/IBL [21]
Fig. 13. Heat transfer convection coefficient.

Fig. 14. Ice shape at −28.3 ◦C.

and 2D CIRA [1] codes, which are compared to those mea-
sured experimentally by Shin and Bond [4]. For the −28.3 ◦C
(Fig. 14) and −19.4 ◦C (Fig. 15) cases, ice shapes are typ-
ical of a dry regime where only rime ice forms. Predicted
and measured ice shapes are essentially the same, except for
the predicted volume, which is slightly greater than that mea-
sured. No significant difference can be observed between the
2D CIRAMIL, 2D LEWICE/IBL and 2D CIRA codes, except
for the 2D LEWICE/IBL code, for which the ice volumes are
slightly greater than those of the measured shapes. For the other
cases (−13.3 ◦C, Fig. 16; −10.0 ◦C, Fig. 17; −7.8 ◦C, Fig. 18;
−6.1 ◦C, Fig. 19 and −4.4 ◦C, Fig. 20), the predicted ice shapes
are typical of a wet regime, where horns form on the upper
surface with a small hollow at the stagnation point. Both pre-
dicted and measured ice shapes look similar, however predicted
volumes are slightly greater than those measured. For temper-
atures lower than, or equal to, −7.8 ◦C, the 2D CIRAMIL pre-
dicted ice shapes are closer to those measured than for the 2D
LEWICE/IBL and 2D CIRA codes.

For temperatures above −7.8 ◦C, the 2D CIRAMIL code
cannot produce the horn on the upper surface, as well as the
2D LEWICE/IBL and 2D CIRA codes. In most cases, the ice
profiles are jagged along the wing in the region where the ice
ends, because the ice mass shows a non-uniform growth.

In the three cases above −7.8 ◦C, the predicted and mea-
sured points where the ice ends are not located at the same
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Fig. 15. Ice shape at −19.4 ◦C.

Fig. 16. Ice shape at −13.3 ◦C.

Fig. 17. Ice shape at −10.0 ◦C.

position. At −4.4 ◦C, the predicted and measured ice shapes are
similar on the lower surface, but different on the upper surface
because the horn is not formed in the same place. At −7.8 ◦C,
the predicted and measured ice shapes are similar. This case
was chosen to calibrate the roughness model because it corre-
sponds to accretion grown in a half dry and half wet regime.
The calibration was performed by adjusting parameter, Ccal, to
a value of 15, where a better ice shape fit is obtained. This is
probably due to the fact that the local roughness is too low,
resulting in a too small local convective heat transfer coeffi-
cient.
Fig. 18. Ice shape at −7.8 ◦C.

Fig. 19. Ice shape at −6.1 ◦C.

Fig. 20. Ice shape at −4.4 ◦C.

7. Analysis

7.1. Thermodynamic model

The model can predict ice shapes on the leading edge of an
airfoil are comparable to those obtained experimentally, and, in
some cases, they fit better than those obtained with the available
models. The predicted ice shapes are similar to those measured,
with similarity increasing as temperature decreases. The maxi-
mum value of the convective heat transfer coefficient is found
on the upper surface where the horn forms. As observed exper-
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imentally, the length of the wet zone near the stagnation point
increases with temperature.

7.2. Heat transfer coefficient

The model proposed to calculate the heat transfer coefficient
combined to the roughness and mass model yields a good rep-
resentation of ice shapes measured in a wind tunnel. The heat
transfer coefficient distribution follows the roughness distrib-
ution with some difference due to the speed distribution. This
difference can favour formation of horn and surface asperities
where roughness and local convective heat transfer coefficients
are higher.

7.3. Mass models

The free water flows as a film, beads, or rivulets on the up-
per surface, and is shed on the lower surface. A small quantity
of water resides on the surface, depending on the intensity and
direction of aerodynamic and gravitational forces. The runback
water mass on the upper surface and the shedding water mass
on the lower surface increase with temperature, as well as the
remaining water mass. The ice accretion mass and volume de-
crease as temperature increases, while its density increases with
temperature.

8. Conclusions

Based on the final ice shapes, the analytical model developed
that includes local roughness height, remaining and shedding
water masses, as well as the bisection method, can generate the
complex ice shapes with horns observed experimentally with
the same accuracy as, or better then, available models. How-
ever, in most cases, the predicted ice volume is slightly larger
than the one measured. The predicted ice shapes obtained by
the numerical simulation show that the runback water is domi-
nant on the upper surface, while shedding water dominates on
the lower surface. The ice shape is strongly dependent on the
local roughness, which is directly related to the friction coeffi-
cient and, indirectly, to the convective heat transfer coefficient.
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